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The term random variable is an unfortunate choice, since it is neither random 
nor a variable—it is a function with a numerical value, and it is defined on a sample 
space. But the terminology has stuck and is now standard. Capital letters, such as X, 
are used to represent random variables.

Let us return to the experiment of tossing 3 coins. A sample space S of equally 
likely simple events is indicated in Table 1. Suppose that we are interested in the 
number of heads 10, 1, 2, or 32 appearing on each toss of the 3 coins and the prob-
ability of each of these events. We introduce a random variable X (a function) that 
indicates the number of heads for each simple event in S (see the second column in 
Table 1). For example, X1e12 = 0, X1e22 = 1, and so on. The random variable X as-
signs a numerical value to each simple event in the sample space S.

We are interested in the probability of the occurrence of each image or range 
value of X, that is, in the probability of the occurrence of 0 heads, 1 head, 2 heads, or 
3 heads in the single toss of 3 coins. We indicate this probability by

p1x2  where x ∊ 50, 1, 2, 36
The function p is called the probability distribution* of the random variable X.

What is p122, the probability of getting exactly 2 heads on the single toss of 3 
coins? “Exactly 2 heads occur” is the event

E = 5THH, HTH, HHT6
Thus,

p122 =
n1E2
n1S2 =

3
8

Proceeding similarly for p102, p112, and p132, we obtain the probability distribu-
tion of the random variable X presented in Table 2. Probability distributions are also 
represented graphically, as shown in Figure 1. The graph of a probability distribution 
is often called a histogram.

Random Variable and Probability Distribution
When performing a random experiment, a sample space S is selected in such a way 
that all probability problems of interest relative to the experiment can be solved. In 
many situations we may not be interested in each simple event in the sample space 
S but in some numerical value associated with the event. For example, if 3 coins are 
tossed, we may be interested in the number of heads that turn up rather than in the 
particular pattern that turns up. Or, in selecting a random sample of students, we may 
be interested in the proportion that are women rather than which particular students 
are women. In the same way, a “craps” player is usually interested in the sum of the 
dots on the showing faces of the dice rather than the pattern of dots on each face.

In each of these examples, there is a rule that assigns to each simple event in S a single 
real number. Mathematically speaking, we are dealing with a function (see Section 2.1). 
Historically, this particular type of function has been called a “random variable.”

8.5 Random Variable, Probability Distribution, and Expected Value
 ■ Random Variable and Probability 
Distribution

 ■ Expected Value of a Random 
Variable

 ■ Decision Making and Expected 
Value

DEFINITION Random Variable
A random variable is a function that assigns a numerical value to each simple 
event in a sample space S.

Table 1  Number of Heads in the  
Toss of 3 Coins

Sample Space 
S

Number of 
Heads X1ei2

e1: TTT 0
e2: TTH 1
e3: THT 1
e4: HTT 1
e5: THH 2
e6: HTH 2
e7: HHT 2
e8: HHH 3

*The probability distribution p of the random variable X is defined by p1x2 = P15ei ∊ S # X1ei2 = x62, 
which, because of its cumbersome nature, is usually simplified to p1x2 = P1X = x2 or simply p1x2. We 
will use the simplified notation.

Table 2 Probability Distribution
Number of 

Heads x 0 1 2 3

Probability 
p1x2 1

8
3
8

3
8

1
8
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Figure 1 Histogram for a probability distribution

Note from Table 2 or Figure 1 that
1. 0 … p1x2 … 1, x ∊50, 1, 2, 36
2. p102 + p112 + p122 + p132 = 1

8 + 3
8 + 3

8 + 1
8 = 1

These are general properties that any probability distribution of a random variable X 
associated with a finite sample space must have.

THEOREM 1 Probability Distribution of a Random Variable X
The probability distribution of a random variable X, denoted by P1X = x2 =
p1x2, satisfies

1. 0 … p1x2 … 1, x ∊ 5x1, x2, c, xn6
2. p1x12 + p1x22 + g + p1xn2 = 1

where 5x1, x2, c, xn6 are the (range) values of X (see Fig. 2).

Figure 2 illustrates the process of forming a probability distribution of a random 
variable.

x3 x4 x5

x1 x2

p3 p4 p5

p1 p2e1

e5 e6 e7

e2 e3 e4

Sample space 5
Domain of random variable

Range of random variable 5
Domain of probability distribution

Range of probability
distribution

Outcomes of an 
experiment—not

necessarily numerical
values

Numerical values assigned to
outcomes in S

Probabilities assigned to
values of the random 

variable

S X p
Random
variable

Random
variable

Figure 2 Probability distribution of a random variable for a finite sample space

Expected Value of a Random Variable
Suppose that the experiment of tossing 3 coins was repeated many times. What would 
be the average number of heads per toss (the total number of heads in all tosses di-
vided by the total number of tosses)? Consulting the probability distribution in Table 2  
or Figure 1, we would expect to toss 0 heads 1

8 of the time, 1 head 3
8 of the time,  

2 heads 38 of the time, and 3 heads 18 of the time. In the long run, we would expect the 
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average number of heads per toss of the 3 coins, or the expected value E1X2, to be 
given by

E1X2 = 0a1
8
b + 1a3

8
b + 2a3

8
b + 3a1

8
b =

12
8

= 1.5

It is important to note that the expected value is not a value that will necessarily 
occur in a single experiment (1.5 heads cannot occur in the toss of 3 coins), but it is 
an average of what occurs over a large number of experiments. Sometimes we will 
toss more than 1.5 heads and sometimes less, but if the experiment is repeated many 
times, the average number of heads per experiment should be close to 1.5.

We now make the preceding discussion more precise through the following defi-
nition of expected value:

DEFINITION Expected Value of a Random Variable X
Given the probability distribution for the random variable X,

xi x1 x2 c xn

pi p1 p2 c pn

where pi = p1xi2, we define the expected value of X, denoted E 1X 2 , by the for-
mula

E1X2 = x1p1 + x2p2 + g + xnpn

We again emphasize that the expected value is not the outcome of a single 
experiment, but a long-run average of outcomes of repeated experiments. The ex-
pected value is the weighted average of the possible outcomes, each weighted by its 
probability.

PROCEDURE Steps for Computing the Expected Value of a Random Variable X

Step 1 Form the probability distribution of the random variable X.

Step 2  Multiply each image value of X, xi, by its corresponding probability of oc-
currence pi; then add the results.

Expected Value What is the expected value (long-run average) of the number of 
dots facing up for the roll of a single die?

SOLUTION If we choose

S = 51, 2, 3, 4, 5, 66
as our sample space, then each simple event is a numerical outcome reflecting our 
interest, and each is equally likely. The random variable X in this case is just the 
identity function (each number is associated with itself). The probability distribu-
tion for X is

xi 1 2 3 4 5 6

pi
1
6

1
6

1
6

1
6

1
6

1
6

EXAMPLE 1
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Example. On your niece’s birthday, you play a game with her. You put three $1 bills, two

$20 bills, and one $100 bill into a box, shake it up, and she removes one bill that she gets to

keep. Let x equal the amount of money won by your neice.

1. Describe the proability distribution for x by filling in the following table.

x

p(x)

2. Find the expected value E(x).

Example. Previous problem, but change the game so your neice removes two bills (with-

out replacement).

Example. From experience, a shipping company knows that the cost of delivering a small

package is $12. The company charges $16 for shipment but guarantees to refund the charge

if delivery is not made within 24 hours. Suppose the company fails to deliver 2% of its pack-

ages within the 24-hour delivery period. Let x equal the profit that the company gains/loses

by delivering a single package.

1. Describe the proability distribution for x by filling in the following table.

x

p(x)

2. Find the expected value E(x).

Example. A school sells 1,500 raffle tickets for 10 each. Five tickets are chosen to receive

a small prize of $100, 3 ticket are chosen to receive a runer-up prize of $500, and 1 ticket is

chosen to receive a grand prize of $5,000. Let x be the amount of money won/lost (posi-

tive/negative) by purchasing a single raffle ticket.
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1. Describe the proability distribution for x by filling in the following table.

x

p(x)

2. Find the expected value E(x).

Example (bonus). A labor union for coal miners wants to offer a one-year disability in-

surance policy to its members. The union wants to give $500,000 to any policy holder that

experiences a disabling work-related injury. If the probability that a miner experiences a

disabling work-related injury in any one-year period is 0.8%, how much should the union

charge for a one-year disability insurance policy in order to expect to beak even?

Example. Four AA batteries are randomly selected from a drawer that contains 16 AA

batteries, 9 of which are new and 7 of which are dead. Let x equal the number of fresh

batteries selected.

1. Describe the proability distribution for x by filling in the following table.

x

p(x)

2. Find the expected value E(x).
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